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Abstract. An algorithm for the numerical solution of parameterized optimal control problems is presented, which is based on multiple shooting in connection with a recursive quadratic programming technique. A concluding algorithm for the solution of the approximating linearly constrained quadratic subproblems, and high rank update procedures are introduced, which are especially suited for optimal control problems and lead to significant improvements of the convergence behaviour and reductions of computing time and storage requirements. The algorithm is completely derivative-free due to internal numerical differentiation schemes, it can be conveniently combined with indirect multiple shooting. Numerical results are given in the field of aerospace engineering.
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INTRODUCTION

There are at least two basically different ways of solving optimal control problems. In the indirect approach, the controls are expressed by the maximum principle in terms of state and adjoint variables, which can be computed by solving a possibly very intricate multipoint boundary value problem with jumps and switching conditions.

In recent years reliable, stable and efficient numerical algorithms have been developed for the solution of this general class of problems, based on the multiple shooting technique (e.g. [2, 6, 7, 8, 13]), which actually made accessible the wide applicability of the indirect approach, which includes control- or state-constrained and Chebyshev-problems as well as feedback control (e.g. [4, 5]).

The present paper introduces a numerical algorithm for the direct approach, which solves the optimal control problem directly in terms of control and state variables. In the new method, a multiple shooting parameterization of the state differential equations is coupled with a simultaneous control parameterization. This leads to a large constrained finite optimization problem, for which a specially suited recursive quadratic programming algorithm with new high rank update formulae is developed, that leads to a substantial improvement of performance compared to previous direct approaches. The algorithm is globally convergent, its local convergence is superlinear with an asymptotic convergence rate that is essentially independent of the meshsize used in the parameterization.

In view of practical applications, it is one of the most important properties of the new algorithm that it is completely derivative-free (due to internal numerical differentiation schemes). This means, that any analytical preparations (such as derivation of adjoint equations) are strictly avoided.

PARAMETERIZATION OF CONTROL PROBLEMS BY MULTIPLE SHOOTING

For ease of presentation, we consider the constrained optimal control problem \( \min \int_{t_0}^{t_f} J(x(t), u(t)) dt \) subject to

- \( x(t_0) = x_0 \)
- \( x(t) \in \mathbb{R}^n \)
- \( u(t) \in \mathbb{R}^m \)
- \( x(t) \) and \( u(t) \) are continuous functions of \( t \)
- \( \dot{x}(t) = f(x(t), u(t)) \)
- \( g(t, x(t), u(t)) = 0 \)

The actual implementation of our method provides also a special treatment of free parameters and the free-end time case. Moreover, discontinuous right hand sides could be included as well as multipoint boundary conditions (b.c.) (and thus state constraints).

Multiple Shooting Parameterization

The basic concept of the new approach is the reduction of the infinite dimensional problem (P1) to a finite dimensional optimization problem by a multiple shooting technique. For a suitably chosen mesh

\[ t_0 < t_1 < \ldots < t_{m-1} < t_m = t_f \]

the control vector is approximated on every subinterval by a finite set of parameters.
using given basis functions \( \hat{\phi}_j \)
\[
\l(t) = \hat{\phi}_j(t; q_j), \quad q_j \in \mathbb{R}^{k_j},
\]
\( t \in I_j := [t_j, t_{j+1}], \quad j = 1(1)m-1, \)
\[ \text{e.g., piecewise polynomials. The state variables on every subinterval are replaced by the computed solution } x(t; s_j, q_j) \text{ of the initial value problems (IVP)} \]
\[
\dot{x} = f(t, x, \phi_j(t, q_j))
\]
\( x(t_j) = s_j, \quad t \in I_j \)

as function of \( s_j \) and \( q_j \). Problem [P1] is thus transformed to a constrained finite optimization problem with respect to the parameter vector \( y = (q_0, \ldots, q_{m-1}, s_0, \ldots, s_m) \);
\[ [P2] \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} L(t, x(t; s_j, q_j), \phi_j(t, q_j)) dt = J(y) = \min \]
\[
= J_y \quad \text{subject to } \begin{align*}
  &r(s_0, s_m) = 0 \quad \text{or } \geq 0, \quad \quad \quad (9) \\
  &g_j(q_j) = 0 \quad \text{or } \geq 0, \quad \quad \quad (10) \\
  \end{align*}
\]

with the additional matching conditions
\[ x(t_{j+1}; s_j, q_j) - s_{j+1} = h_j(s_j, s_{j+1}, q_j) = 0 \quad (11) \]
which ensure continuity of the solution trajectory.

Up to now, finite dimensional nonlinear programs have been derived from [P1] exclusively by initial value simulation or single shooting, i.e. \( m=1 \). Advantages of increasing the size of the nonlinear program [P1] by the extra variables \( s_j \) are, first, that already proved theoretically and practically for multiple shooting in two- or multipoint BVP and parameter estimation problems - such as improved convergence in nonlinear problems and numerical stability by preventing the growth of the errors introduced by poor initial data, discretization or round-off, and propagated by inherent instabilities of the o.d.e. system.

Secondly, there are also distinct advantages of multiple shooting over single shooting from the optimization point of view. This will be shown in the following.

A RECURSIVE QUADRATIC PROGRAMMING METHOD FOR MULTIPLLE SHOOTING

Problem [P2] represents a relatively large, constrained optimization problem of the class
\[ [P3] \quad F_i(y) = \min \]
\[ F_2(y) = 0 \]
\[ F_3(y) = \geq 0, \]

which is solved by a Quasi-Newton method outlined in the following. A given estimate \( y^k \) is iteratively improved by
\[ y^{k+1} = y^k + \tau_k \Delta y^k, \quad \tau_k \in [t_{\min}, t_{\max}] \]
where the increment \( \Delta y^k \) is determined by

the Kuhn-Tucker solution \((\Delta y^k, \lambda^k)^T\) of a quadratic approximation to \([P3]\).
\[ [P4] \quad \frac{1}{2} \Delta y^T B^k \Delta y + V_F^k \Delta y \]
\[ =: Q_k(\Delta y) = \min \]
\[ P_2^k + V_F^k \Delta y = 0 \]
\[ F_3^k + \Delta V_F^k \Delta y \geq 0. \]
\[ P_1^k, \quad V_F^k \quad \text{are the functions and gradients,} \]
\[ F_1^k(y^k), \quad V_F^k(y^k), \quad (i=1,2,3) \]

evaluated at \( y^k \). The \( \hat{n} \times \hat{n} \) matrix \( B^k \)
\[ \hat{n} = (m+1)n + \sum_{j=0}^{m-1} k_j \]

is an approximation for the Hessian \( V_L^k \) of the Lagrange function
\[ L(y, \lambda) = F_1(y) - \sum_{i=1}^{m} P_i^k(y) - \sum_{i=2}^{m} P_3^k(y), \]
\[ (21) \]
which, starting from an initial estimate \( B^0 \), is revised in each step by an update procedure
\[ B^{k+1} = B^k + U(B^k, \Delta y^k, \lambda^k) \]
\[ (22) \]
\[ \Delta y^k = V_L^k(y^{k+1}, \lambda^1, \lambda^2, \lambda^3) - V_L^k(y^k, \lambda^1, \lambda^2) \]

Schemes of this type are known in nonlinear programming (cf. [1, 9, 12]). The special algorithm described here is also closely related with generalized Gauss-Newton methods for constrained nonlinear least squares problems developed for parameter estimation in o.d.e. ([3, 6]).

The algorithm is well defined if the Jacobian of the active constraints of \([P4]\) is non-singular throughout the iterations, and \( B^k \) is positive definite on its null-space (and under these conditions, global convergence can be shown).

From the details of the new method, two features are derived in the sequel: an efficient solution algorithm for \([P4]\), and a high rate update procedure for \([22]\), which are a consequence of the multiple shooting approach and of basic importance for the performance of the method.

A Condensing Algorithm for Recursive Solution of the Quadratic Program

Problem \([P4]\) is typically much larger for multiple than for single shooting, but it has a sparse block structure. With the abbreviations (dropping the iteration index \( k \))
\[ G_j^E := \frac{\partial x(t_j+1; s_j)}{\partial s_j}, \]
\[ G_j^S := \frac{\partial x(t_j+1; s_j, q_j)}{\partial q_j}, \]
\[ h_j := h_j(s_j, s_{j+1}, q_j), \quad j = 1(1)m-1, \]
the linearized matching conditions are
\[ \Delta s_{j+1} = G_j^E \Delta s_j + G_j^S \Delta q_j + h_j. \]
\[ (24) \]

The explicit form of \([24]\) permits an efficient recursive equivalence transformation of \([P4]\) to a condensed problem
\[
\begin{align*}
\lambda_1, \lambda_j &= \Delta q / \Delta s_j + g_j^T \lambda_{j+1} \\
\text{in a backward recursion for } j &= 1(1)m, \text{ and} \\
\lambda_{j+1, j-1} &= \Delta q / \Delta s_j + g_j^T \lambda_{j+1, j+1}
\end{align*}
\] (29)

By use of this condensing algorithm the solution effort for the multiple shooting problem is of the same order as for single shooting.

High rank constrained variational updates

For the sake of brevity, the boundary conditions are assumed to satisfy the separability condition

\[
r(s_0, s_m) = r_1(s_0) + r_2(s_m)
\] (30)

otherwise, auxiliary parameters can be introduced. As a characteristic feature of the new approach, the Hessian \( B \) for \( P_2 \) can be shown to have the block structure

\[
B = \begin{bmatrix} C_0 & \cdots \\ \vdots & \ddots & \vdots \\ C_m \end{bmatrix}
\] (31)

\[
C_j = \Delta s_j / \Delta s_j, \quad j = 0(1)m-1
\]

Application of any of the standard rank 2 update formulae \( \hat{U} \) for revising \( B^k \) in (22) would destroy this a priori known structure, and lead to considerably increased storage requirements as well as to an increase in computing effort for the condensing algorithm. By the use of appropriate

projections, however, generalized update formulae

\[
b^{k+1} = b^k + \sum_{j=0}^{m} \hat{U}(p_j^2 \hat{b}_j^2, p_j^2 \Delta y_j, p_j^2 \Delta \lambda_j)
\] (32)

can be generated from \( U \). (Here, \( p_j^2 \) is the projection from \( y \)-space onto \( (s_j, \lambda_j) \) or \( s_m \)-subspace.) It is easy to show that the new formula is of rank \( m+1 \) and preserves the structure. If a generalized BFGS-update is used, local superlinear convergence can actually be shown (similar to the classical case). The present version of the algorithm employs a generalized BFGS-update, with a modification due to [12] to maintain positive definiteness.

Extensive numerical tests as well as theoretical evidence indicate that the asymptotic convergence rate is considerably improved by the new high rank update procedure.

In fact, it is essentially independent of the number of meshpoints used for the control parameterization.

Remark. High rank generalized update formulae could also be constructed for BVP approaches other than multiple shooting, e.g., certain collocation methods.

GRADIENT GENERATION

In realistic problems, the main computational work is needed for the gradient and function evaluation step (9). In order to avoid human error and to minimize this effort, the implementation of the new method (MUSCOC) uses "internal numerical differentiation" schemes \([3, 6]\) which make the algorithm completely derivative-free.

NUMERICAL RESULTS

Van der Pol (VDP) Problem

The VDP problem is relatively simple and was chosen for comparison purposes.

\[
\begin{align*}
J &= \frac{1}{2} \int (x_1^2 + x_2^2 + u^2) dt - \min \\
0 &\end{align*}
\] (33)

\[
\begin{align*}
x_1 &= x_2 \\
x_1(0) &= 1 \\
x_2 &= -x_1 + (1 - x_1^2)x_2 + u, \quad x_2(0) &= 0 \\
x_1(5) - x_2(5) + 1 &= 0
\end{align*}
\]

Table 1 shows the results of MUSCOC for a piecewise linear control parameterization and for equidistant meshes of sizes \( m = 3, 6, 11, 21 \). The initial guesses were \( x_{1,0}(t_1) = 1, x_2(t_1) = 0 \), and \( u(t) = \hat{R}(t, q_j) = 0 \). As could be expected, the value of the cost-function \( J \) decreases with increasing number of mesh points \( m \). The number of iterations (GE), however, remains the same, or is even slightly reduced.

Due to the extremely simple differential equations, the computing time increases considerably as a consequence of the dominating ! - overhead, and to some
TABLE 1  VDP Problem (MUSCOD)

<table>
<thead>
<tr>
<th>Mesh#</th>
<th>J(x,u)</th>
<th>GE</th>
<th>FE</th>
<th>CPU-sec total</th>
<th>CPU-sec OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.0757</td>
<td>7</td>
<td>7</td>
<td>.174</td>
<td>.031</td>
</tr>
<tr>
<td>6</td>
<td>1.6907</td>
<td>7</td>
<td>8</td>
<td>.241</td>
<td>.060</td>
</tr>
<tr>
<td>11</td>
<td>1.6860</td>
<td>6</td>
<td>6</td>
<td>.305</td>
<td>.135</td>
</tr>
<tr>
<td>21</td>
<td>1.6857</td>
<td>6</td>
<td>6</td>
<td>.813</td>
<td>.524</td>
</tr>
</tbody>
</table>

GE: number of gradient evaluations (iterations)
FE: number of function evaluations
OH: overhead - calculations except function and gradient generation

extend also in the GE/FE - calculations, which are downgraded because the mesh-
sizes for m > 6 already impose noticeable stepsize restrictions on the integrator.
In realistic applications, both effects are rather unlikely to happen.

Table 2 quotes the results of Pouliot, Pierson and Brusch [11] obtained by a
single shooting nonlinear programming al-
gorithm with the same control parameteri-
zation and same initial data.

Here, the number of iterations (GE) in-
creases with m - up to five times more
than needed by MUSCOD for the same ac-
curacy - thus showing the characteristic
behaviour of the initial value approach.
A comparison of computing times is hardly
possible, since Table 1 was computed on
an IBM 3081, and Table 2 on an ITel-AS/6,
which is slower (although allegedly
by less than a factor of 2).

Pouliot et al. also note an interesting
comparison run with a (continuous) Gradi-
ent Projection method due to Pierson [10],
which needed 33.5 sec on the same machine
for a minimum of 1.6859 - which shows that
their algorithm is already considerably
fast for a direct method.

A comparison between direct and indirect
approach is hampered by the fact that both
work with hardly compatible input data.
For the VDP problem, adjoint differential
equations and transversality conditions are

\[
\dot{\lambda}_1 = - x_1 + \lambda_2 (1 + 2x_1x_2) \\
\dot{\lambda}_2 = - x_2 + \lambda_2 (x_1^2 - 1) - \lambda_1 \\
\lambda_1(5) + \lambda_2(5) = 0
\]

and the maximum principle yields

\[
u(x,\lambda) = - \lambda_2.
\]

To obtain a similar starting guess, \(\lambda_1(t_0) = 0, \lambda_2(t_0) = -0.5\) were chosen ini-
tially (m=11). The optimal solution was
computed with a multiple shooting code ([2, 6]) also used for parameter estima-
tion (PARFIT/OPOPON). It took 5 iterations
for an optimal value of \(J = 1.685668\) and
a computing time of 0.235 sec (including
0.085 sec overhead).

Fig. 1 VDP: control \(u, m = 21\)

Fig. 2 VDP: state variable \(x_1, m = 21\)

Fig. 3 VDP: state variable \(x_2, m = 21\)
These results, as well as other test runs, indicate that the direct multiple shooting algorithm MUSCOD performs similarly efficient as the indirect method for comparable initial data.

Since the relative merits of both approaches lie in different fields, they are ideally suited for a combined application. Note that MUSCOD also provides the estimates \( \lambda(t) \) for the adjoint variables \( \lambda(t) \) of the continuous control problem by means of the recursion formula (29), that can be used for a subsequent call of the indirect method.

These estimates actually converge to \( \lambda(t) \) for decreasing meshwidth. In the VDP-problem, these figures already agree to several decimals.

Reentry Problem

In order to illustrate the practical performance of the new method on a non-academic problem, the numerical computation of the re-entry trajectory for an Apollo-type vehicle is presented. The problem is summarized in terms of \( x = (v, \gamma, \xi) \) (cf. [13]):

\[
J = \int_0^T \frac{1}{c_0 v^2} (\rho(\xi))^2 dt \quad \text{min} \quad (x, u, z)
\]

(convective heating)

\[
\dot{v} = -c_1 \rho(\xi) v C_D(u) - c_2 \sin \gamma
\]

\[
\dot{\gamma} = c_1 \rho(\xi) v C_L(u) - c_3 \frac{v \cos \gamma}{(1+\xi)} - c_4 \cos \gamma
\]

\[
\dot{\xi} = c_4 v \sin \gamma, \quad |u(t)| \leq \pi/2
\]

and \( \rho(\xi) = c_0 \exp(-c_2 \xi), \quad C_D(u) = c_5 - c_6 \cos u, \quad C_L(u) = c_8 \sin^2 u, \quad c_7 > 0 \). Both initial and end values are prescribed for every component of \( x \). The free-end time problem is equivalently transformed to a fixed-end time problem on \([0,1]\), introducing \( T \) as a parameter.

The numerical results are shown in Fig. 4-7. Starting with \( T = 230 \) and \( u(t) = 0 \) (\( m = 7 \)), single shooting fails to converge (crash type initial trajectory). Multiple shooting, starting the trajectory by linear interpolation between initial and end values, converges within 33 iterations (33 GE/34 FE) and 7.77 sec (including an overhead of 1.01 sec, i.e. less than 15%). The optimal value of \( J \) is 2.783, the end time \( T = 225.3 \).
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